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Information is stored, transmitted and processed always by physical means. Thus
the concept of information and computation can be properly formulated only in the
context of a physical theory and the study of information processing requires exper-
| imentation. It is clear that if computers are to become much smaller in the future,
O their description must be given by quantum mechanics. Somewhat more surprising
is the fact that quantum information processing can be qualitatively different and
much more powerful than its classical analogue. In the following we will explain why.
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1. Introduction

Computers are physical objects and computations are physical processes. This sen-
tence, innocuous at first glance, has remarkable and far-reaching consequences. To
start with, computers are getting smaller and smaller as technology moves from gears
to relays to valves to transistors to integrated circuits and so on. Today’s advanced
lithographic techniques can squeeze logic gates and wires of submicron size onto the

_ surface of silicon chips. Soon they will yield even smaller parts and inevitably reach
<« 'a point where logic gates are so small that they are made out of only a handful of

“~atoms. On the atomic scale, matter obeys the rules of quantum mechanics, so, if com-
puters are to become smaller in the future, new, quantum technology must replace
or supplement what we have now. The point is, however, that quantum technology
can offer much more than the miniaturization of gates and increased clock-speed of
microprocessors. It can support entirely new kinds of computation with qualitatively
new algorithms based on quantum principles and new modes of communication with
many remarkable features. In recent years, a new quantum theory of information has
been developed making it clear that fundamental questions regarding computability,
data security and computational complexity are questions about physical processes
rather than being purely mathematical abstractions.

In the following we will describe how quantum mechanics gives rise to new modes
of computation that appear to be vastly more powerful than the capabilities of any
conventional (classical) computing device. We will show how quantum physics allows
us to communicate with absolute security and we will outline the process of quantum
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teleportation, according to which physical properties may be transferred from one
object to another. Finally, we will discuss how these theoretical developments relate
to current experimental technology and outline some of the formidable challenges
that need to be overcome for practical realizations in the future.

2. Quantum information: bits and qubits

" The handling of information is becoming an increasingly important part of everyday
life. Anyone who has enjoyed listening to music on a CD, watching a video, browsing
the Internet or has used an automatic bank teller machine has benefited from the
1 recent explosion of developments in information processing, storage and transmission.

= A given piece of information may be expressed in many different forms. For exam-

ple, a cake recipe may be written in English or in Chinese. It may be spoken or stored
in a computer memory coded as a sequence of Os and 1s. Note that written words
are arrangements of ink molecules on paper, spoken words are fluctuations in air
pressure and a computer memory may be constructed from various kinds of electro-
magnetic components. In fact, all forms of information have a fundamental common
feature: they all use physical objects to represent the information and processing is
always performed by physical means. It follows that the possibilities and limitations
of information storage and processing are ultimately dictated not by mathematical
constructions, but by the laws of physics.

To use a physical system for information storage we must first identify and label
a number of its distinguishable states. The basic unit of information is the bit (a
contraction of ‘binary digit’), which is represented by any physical system with just
two distinguishable states, labelled 0 and 1. Any information may be represented
by suitable sequences of bits. For example, the 26 letters of the alphabet may be
unambiguously coded using some 26 of the 32 possible 5-bit strings (whereas the 16
possible 4-bit strings do not suffice), and any written text is then represented as a
sequence of bits.

In a digital electronic computer, two levels of voltage are used to represent the
bit values 0 and 1. One bit of information may also be encoded in two different
polarizations of a photon or in two different electronic states of an atom. In the
P latter cases, the physical system is governed by the laws of quantum physics and is
“1 not well described by the formalism of classical physics.

This article will explore the fact that these fundamental differences between quan-
tum and classical physics may be exploited to give rise to novel methods of informa-
tion storage and processing, which, in principle, go well beyond the capabilities of
current technology, which is based on classical representations of information.

Consider a bit coded in a quantum system such as the polarization of a photon.
It is customary in quantum physics to label states using a curious notation of a
half-pointed bracket enclosing a label. The two distinguishable states representing
the bit values 0 and 1 are written as |0) and |1). This so-called ket notation was
introduced by Paul Dirac in the 1920s to facilitate mathematical calculations. For
us its odd appearance will serve as a constant reminder of the weirdness of quantum
phenomena! According to the laws of quantum mechanics, the system may also be
prepared in a coherent superposition of the two basic states. This is mathematically
written as | ) = a|0) + b|1), where is the label of the superposed state and a
and b are complex numbers. In such a state, the system is interpreted as being
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simultaneously in both state |0) and state |1) (to varying degrees depending on the
values of @ and b). Under physical evolution, the component parts |0) and |1) evolve
separately and the system indeed behaves in a non-classical way, as though it were
simultaneously in states |0) and |1). Any such quantum system that may encode the
basic bit values as well as any possible superposition is called a qubit (pronounced
| ‘queue bit’).
., An especially important feature of the quantum behaviour of qubits arises when
1  we consider a string of several bits or qubits in a row. Consider first a row of two bits.
There are four possible states: 00, 01, 10 and 11. If these are coded in a quantum
[ system (i.e. we have two qubits), then, in addition to the basic states |0)|0), |0)|1),
0y 1)|0) and |1)|1), we now also have general superpositions
)

) = al0)]0) + b|0)[1) + ¢[1)[0) + d[1)[1).

Thus two qubits may simultaneously represent all four possible 2-bit strings (in a
particular quantum way depending on the coefficients a, b, ¢ and d). More generally,
for n classical bits there are 2™ possibilities, but any single state of n classical bits
may be described by a bit string of length n. In contrast, n qubits may simultane-
ously include all 2™ possibilities in superposition. In this sense n qubits are able to
embody vastly more—exponentially more, in fact—information than n classical bits.
The gap between n (classical) and 2™ (quantum) grows very rapidly with increasing
n. This exponentially enhanced richness of multi-qubit states for representing infor-
mation has profound consequences for information processing and communication,
as described in the sections below.

Another fundamental non-classical feature of states of two or more qubits is the
phenomenon of quantum entanglement. A general superposition state of two qubits
(such as |¢) above) has the property that each separate qubit cannot be assigned a
separate state of its own. For example, the 2-qubit state

1 1
) = —51000) + <511
cannot be expressed as a juxtaposition of 1-qubit states (a|0) + b|1))(c|0) +d|1)). In
contrast, in any state of two classical bits (e.g. 01), each bit separately has a well-
, defined value and the whole is just the juxtaposition of the parts. In the quantum
«| ' case, the information of the state does not reside locally in the separate qubits but

s also distributed non-locally in a rich variety of possibilities of correlations between
< basic superposition components. Only the totality of all qubits together has a well-

> defined state. The qubits are thus said to be entangled. Note that classical bits may
O  also exhibit correlations. For example, two bits might be prepared either as 00 or
£Z — 11 but we do not know which. Then on examining the value of the first bit we
3 O immediately learn the value of the second bit as well; they are perfectly correlated.
O However, the quantum correlations involved in entanglement are far richer. It may be
= v shown, for example, that the kinds of correlated behaviour exhibited by the entangled
state |x) above cannot be reproduced by any model with just pre-assigned classical
bit correlations.

A particularly interesting situation arises when entangled qubits are separated in
space. This is not unusual in nature. For example, if an electron in a calcium ion is
excited to a higher energy level and then allowed to fall back to its lower level, the
excess energy is emitted in the form of two photons, flying off in opposite directions.
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These photons are physically entangled in a state very similar to |y) above. The

entanglement of the photons is independent of their spatial separation. They exhibit

their peculiar quantum correlations even though there is no tangible physical connec-

tion between them. No physical process in the space between the photons can affect

their entanglement. The correlation properties of such spatially separated entangled
| systems may be exploited for a variety of novel communication tasks, including the
“L_, possibility of perfectly secure classical communication (impossible with classical bits)
" and the process of ‘quantum teleportation’, which will be described below.

So far we have discussed how information may be embodied in the state of a physical
system. An important dual aspect of this physics of information is the question of

g how the information may be accessed or read out. In terms of physics, this is the

= question of what kinds of measurements are possible. Again we find a dramatic
E o difference between classical and quantum physics. Information in classical physics
= o may, in principle, always be read out completely and perfectly. By contrast, the laws
of quantum physics (especially the uncertainty principle) imply that any attempt
to read the information embodied in a quantum state will irretrievably disturb the
state. Only a small amount of the potentially vast information content may be read
out and most of it must remain inaccessible!

The full ‘unknowable’ information embodied in the identity of a quantum state
is called quantum information. It has many peculiar properties. For example, we
are all familiar with the idea of copying classical information: a cake recipe may be
photocopied or copied out by hand or read out over the telephone, giving two or more
copies of the information. In 1982 in a famous ‘no-cloning’ theorem, Wootters and
Zurek showed that quantum information cannot be copied! For example, if quantum
information is communicated from A to B, then the information is necessarily com-
pletely destroyed at A as it appears at B and no record of its identity can remain
at A. The inaccessibility and non-clonability of quantum information may appear at
first sight as entirely negative features, but these strange properties may be usefully
exploited! For example, they can provide a means of perfectly secure communica-
tion, as we will elaborate later. Roughly speaking, any attempt to eavesdrop on the
information must leave its imprint on the quantum state, which may be detected
later by the legitimate communicating parties.

, As any physical system evolves in time, the identity of its state changes. Thus,
,/;a?? 1 quantum physical evolution may be naturally viewed as the processing of quantum
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~{ information. The laws of physics allow us to predict and calculate the changing iden-

tity of the state. Feynman (1982) made a remarkable and profound observation: if we
P > calculate or ‘simulate’ the quantum evolution on any standard computer, then the

= amount of computational effort involved generally grows enormously as time passes.
(=4 E With each successive second of time evolution of the actual quantum physical sys-
4 () tem, the amount of computational effort needed to simulate it will grow so rapidly
T O that soon the time and space requirements for the simulation will exceed all avail-
= vn able resources. In fact, the resource requirements grow ‘exponentially’; an important
notion that will be elaborated in § 3.

Collecting the above ideas together, we arrive at a bizarre picture of the quan-
tum world: in ordinary time evolution, nature processes quantum information at
an astonishing rate that cannot be matched by any conventional computer simula-
tion, yet when the processing is finished, most of the information is kept hidden and
inaccessible to being read!
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A quantum computer is any physical device that exploits the greatly enhanced
information-processing power of quantum evolution for computational purposes. The
very restricted accessibility of the processed quantum information provides a severe
limitation on our ability to exploit the enhanced computing power. However, it does
not annul it! As a basic illustrative example, suppose we have a quantum computer

_ programmed to compute a function f. The computer evolves the labelled input state
L |x>|0> to the labelled output state |z)|f(z)). (Here, the second ket, initially set to

- |0), is the output register for the function value.) Now we may prepare the input
register in an equal superposition ) |z) of all possible input values . Running the
computer then yields the output state

= lo)lf(2))

i.e. by evaluating the function once we evaluate all function values f(z) in super-
position. This process is called computation by quantum parallelism, as described
by Deutsch (1985) in his seminal paper. The quantum information of the state |f)
includes information about all of the f(z) values, but, because of its inherent inac-
. cessibility, we are unable to read them out. Nevertheless, small amounts of ‘global’
Oinformation—relating to all function values simultaneously—may be read out and
this information may still require a vast (exponential) amount of computing effort
to obtain on a conventional classical computer. For example, we may wish to discern
simple patterns in the list of values, such as periodicity if the function is periodic
(cf. §3). In this way we may successfully exploit the greatly enhanced information-
processing power of quantum evolution despite its inaccessibility. In § 3 we will elabo-
rate on the idea of computational complexity and give some interesting fundamental
applications of quantum computation.

=
=
O
O.
w
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3. Computational complexity and quantum computers

A computer is a piece of hardware that runs according to a program, or algorithm,
that we specify depending on the task we wish to perform. The computer carries
out the algorithm on a given input, producing the desired output. The hardware
~, could be an old Commodore 64, for example, and the algorithm could be a simple
<« !'spell-checking programme. This programme takes a file of text as an input and
“~ outputs a list of the misspelt words. Modern computers can take human voice input
and translate it into voltages representing Os and 1s, which, in turn, represent the
> > sound patterns. These Os and 1s are processed via the computer into other Os and
O s representing the words corresponding to those sound patterns. These voltages are
(=4 E translated into various colours of light emanating from a colour monitor that visually
o () displays the words. All of these translations and manipulations are controlled by
T O hardware running according to algorithms in response to inputs.
= v»  The difficulty, or computational complexity, of a task is the amount of resources,
such as time, space or energy, necessary to perform it. The computational complexity
of a task depends, of course, on the size of the particular input. For example, the
number of steps necessary to spell check a document with n bytes of text is pro-
portional to n. Another example of a computational problem is multiplication. The
input is a pair of n digit numbers, and the output is the product of these two num-
bers. The simple multiplication technique taught in primary school is an algorithm
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that uses roughly n? steps to compute the product. The reverse task, factorization, is
to take an n-digit number (let us assume it is not prime) and to output two smaller
numbers that multiply together to produce that number. The best-known rigorous
classical algorithm for performing this task uses over 10V steps. The number 10V™
gets astronomically larger than n or n? as n grows, and performing this task for n
o even as small as 200 is beyond the computing power available on the earth today.
~ When n is 400, 10V™ is 102°. Even 1000 computers running at 1000 MHz would
—  take three years to perform 10%° operations. When n is 900, it would take one mil-
lion computers, running at 1000 GHz, 10 000 years to perform this many operations.
o As n grows oply slightly, the difficulty of the problem quickly grows astronomically
Qf( g larger and quickly becomes intractable on any conceivable computing device. Multi-
= plying numbers or spell-checking documents of these sizes, however, can be done in
I O a fraction of a second. These latter two tasks are considered tractable, whereas the
factoring problem is considered intractable. Another example of a problem that is
considered intractable is that of deciding, for a given map of n countries, if it can
be properly coloured using only three colours, that is if it can be coloured in such a
way that no adjacent countries are coloured the same. For many maps the answer is
simple, but there are huge families of maps for which this problem is believed to be
very hard and the best-known algorithms require roughly 3™ steps.

The exact number of steps necessary depends on the details of implementation,
which do not seem to qualitatively affect the difficulty of the problems. The reason
we do not worry about the details of implementation is that we believe that any ‘rea-
sonable’ computing device can efficiently simulate any other ‘reasonable’ computing
device. For example, if Alice has a program that solves a problem in T steps on her
computer, then we can efficiently translate that program to run on Bob’s computer
and solve it in at most T* steps, where k is a constant that depends on the types of
computers Alice and Bob have. It is thus convenient to consider a problem tractable
if its computational complexity is no more than a polynomial in n (e.g. less than
n, n* +5n + 1 or n* for some fixed number k), and intractable otherwise (i.e. if its
complexity is super-polynomial, like nl°g” 10V" or 2m).

It was widely believed that this crude notion of tractability does not depend on
how you implement your computer, digital or analogue, mechanical, electronic, or
_ optical, or in any other ‘reasonable’ way. Quantum computers, if they are indeed

‘reasonable’ computing devices (see §5), pose a serious problem for this belief since
“{ we believe that they cannot be efficiently simulated by any classical device. This is

the essential content of Feynman’s observation mentioned in §2. There are several
> tasks that are known to be tractable on a quantum computer yet are very strongly
= believed to be intractable on any classical computer. The most famous example is the
E factorization problem. Shor (1994) discovered a quantum algorithm for factoring an
U n-digit number, which runs for less than n3 steps. It can be mathematically shown
®)
W

PHILOSOPHICAL T
TRANSACTIONS
OF

@ A
/A \\

that the problem of factoring the number NV is closely related to studying the sequence
1,2 mod N,22 mod N,...,2%* mod N,..., where y mod N is the remainder when
is divided by N (e.g. 79 mod 35 = 9). This sequence will eventually start to repeat
and cycle through the same numbers. To factorize N, it suffices to find the period of
sequences like this (replacing 2 with another number if necessary). That is we wish
to find the smallest positive number r such that the sequence repeats or cycles after
every r steps. We do not care about the actual values in the sequence, apart from
the fact that they cycle. Quantum computers have an edge over classical computers
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52 29 23
=0 U,
= >
o35
A<ZO
0(2 Figure 1. Quantum order-finding. This example uses N = 35 and a = 2, and we seek
=-'§ the period » = 12. The operation U, which multiplies by 2 mod 35, sends 1 to 2,
EI— 2 to 4, ..., 9 to 18 and 18 to 1. Individually, these bits of information give little clue

that 2'% mod 35 is 1. Multiplying the above combination of all the powers of 2, how-
ever, will rotate the combination at a rate of % revolutions (30°) per multiplication.
This rate can be approximated by a simple quantum algorithm, and the denomina-
tor, 12, can be extracted. So now we know that 2'? mod 35 =1 and this information
can be used to factor 35. The factors of N = 35 are no big secret, but try finding those of
N =27997833911221 327 870829 467 638 722 601 621 070 446 786 955 428 537 560 009 929 326 128
400107 609 345 671 052 955 360 856 061 822351910951 365 788 637 105954 482 006 576 775 098 580
557613579 098 734 950 144 178 863 178 946 295 187237 869221 823983, the RSA 200-digit chal-
lenge. A quantum computer could.

in studying such global properties or patterns. Probing just a few values of this
_ sequence gives little chance of finding the period: this approach requires looking
Tat roughly /N elements of the sequence. Quantum computers, however, can be
~|in a state containing all the elements of this sequence. A physical realization of this

<, sequence, when multiplied by 2, will shift and will cycle back to its original state after
> r shifts. An object that cycles after r steps must, in a sense, be rotating at a rate of
@) =k /r cycles per step for some integer k. A physical realization of this whole sequence,
e E which a quantum computer can efficiently create, will rotate at such a rate, and a
4 (U quantum computer can study this rate of rotation by looking at superpositions of
T O elements in the sequence and not at individual entries. See figure 1 for an illustration.
= v»» Quantum computers also help with problems of less structure. Consider the prob-
lem we mentioned earlier, of properly colouring a given map using only three colours.
This problem has the property that we can easily check solutions (since there are less
than n? pairs of adjacent countries to check), but deciding if any solution exists can
be very difficult (for some maps, no significantly better method is known than simply
trying all 3™ possible colourings to see if any are proper). More formally, denote by
f the function that takes as input such a colouring, x, and outputs 1 if it is proper
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0 iterations 1 iteration 2 iterations
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Figure 2. Quantum searching. By simply preparing a uniformly weighted combination of all
possible colourings (we assume, without loss of generality, that France is coloured blue (the
darkest colour) and Germany is green (the lightest colour), leaving N = 9 possible colourings to
consider for Italy and Switzerland), we get the unique proper colouring with probability é The
first iteration of the quantum search iterate increases the probability of observing the proper
colouring to ca. 73%, and a second iteration gives us the proper colouring with probability over
98%. This is a good time to stop and observe the colouring. Of course, for such a small map the
answer is obvious; however, for even as few as n = 50 countries this problem can be a nightmare.
Exhaustively trying all 3°° (this is over 10**!) colourings is not feasible, whereas V350 (less than
10'?) repetitions is within the realm of possibility.

®
“ <

and 0 otherwise. We can evaluate this function on a superposition of all the possi-
ble inputs but we cannot force ourselves to observe a solution with f(x) = 1 using
only one evaluation of f. However, using a quantum search algorithm developed by
Grover (1996) (illustrated in figure 2), we can cleverly interfere the many superposed
components in such a way that on the kth iteration we enhance the probability of
observing a solution by roughly k/N. Thus, if we iterate this process roughly /N
times, the probability will be close to 1 (since 1/N + 2/N + -+-+ k/N =~ k?/2N).
That is, we can drive our computer into a state containing almost only solutions to
f(x) = 1 using only /N evaluations of f, whereas randomly sampling inputs to f
requires roughly N evaluations to find a solution with high probability (since we are
only increasing our chance of finding a solution by 1/N each time).

In summary, some problems, like factorization, have an algebraic structure that
quantum computers can exploit to a much greater extent than any known classical
algorithm. These problems that were once thought to be intrinsically hard, that is
not efficiently solvable by any reasonable computing device, we now know can be
solved in very few steps on a quantum computer. Also, simple searching algorithms
can also be speeded up by a square-root factor. For further reading on these and
other quantum algorithms, see the papers by Deutsch & Jozsa (1992), Ekert & Jozsa
(1996), Cleve et al. (1998), Steane (1998), the March 1998 issue of Physics Worldt
or Vazirani (1997).

t Special issue on quantum information. Physics World 11 (March 1998).
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4. Communication and information security

The previous section illustrates how exploiting the quantum nature of information
can have a dramatic impact on the computational complexity of many problems.
However, information is a valuable resource, which we may wish to share with our

_, friends, or, perhaps, keep out of the hands of our foes or competitors. It is natural

7 'to ask if the quantum nature of information changes the rules of the game in the
. “{ communication and security of information. The answer is ‘yes’, quantum physics has
a dramatic effect. We will describe three examples: quantum teleportation, quantum
> > key distribution, and quantum communication complexity.
O = As mentioned earlier, any interaction with a quantum system that extracts infor-
&4 — mation about its state will disturb the system. In fact, any non-trivial interaction
2 ) between the quantum state and its environment will alter the state. This means
T O quantum information is extremely delicate, and to remain fully intact it must not
= @Y interact with its environment. This makes storing and transporting quantum infor-
mation a very challenging task. The error-correcting codes that we will discuss later
use entanglement and redundancy as a means of keeping quantum information intact
and resistant to interactions with the environment.

However, suppose that two people, Alice and Bob, are separated in space, and
wish to communicate some quantum information. A powerful technique, known as
quantum teleportation, developed by Bennett et al. (1993), allows Alice and Bob
to communicate quantum information by sending only a small amount of classical
information. The advantage is that ‘classical’ information is very robust and much
less sensitive to interaction with the environment. To achieve this task, Alice and
Bob must also be in possession of some shared entanglement. More precisely, at some
point in the past when Alice and Bob were together, Bob created the entangled pair
of qubits

L
0
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and carefully gave one-half to Alice, who took it away with her. With this resource,
at any time in the future Alice can send Bob a quantum state |¥) by performing
a special quantum measurement on |¥) and her share of |x) and sending Bob the

~, measurement result classically. Bob can then reproduce the state [¥) and Alice no
“Vlonger has her copy of the state. The protocol is described in figure 3.

The quantum teleportation of states of light has been realized in several laborato-
ries around the world.

We next turn to the issue of secure communication. It is interesting to note
that a commonly used method of secure communication—the method of public key
— cryptography—relies for its security on the computational intractability of certain
U computational tasks, such as factoring large numbers. As discussed in § 3, the com-
O puting power of quantum processes may be used to break such ciphers and render
W them insecure! However, we will now see that further quantum effects—the uncer-
tainty principle and the inaccessibility of quantum information—may be exploited
to provide new methods of communication that are unconditionally secure. They do
not rely on any unproven assumptions about computational intractability.

The sensitivity of quantum information to interaction with its environment might
seem like nothing but an inconvenience, but it is a very useful tool in the art of
secret communication. One very useful primitive in cryptography is the distribution
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, Figure 3. Quantum teleportation. In step 1, Bob prepares two qubits in the state |x) =
1 (1/4/2)[00) + (1/+/2)|11). He then sends one of the two qubits to Alice (step 2), who has a
4 special qubit |¥) she wishes to send Bob at some point in the future (she can, in fact, decide

at any point before teleportation what state [¥) she wishes to send). Although the particles are
> far apart, their joint state cannot be described separately as they are correlated in a very strong
= quantum way. When Alice wishes to send this qubit to Bob, she interacts it with her share of |x)
3 and performs a quantum measurement to obtain two bits of information, which she then sends
= to Bob by classical means (step 3). These two classical bits tell Bob which of four operations to
apply to his share of the state, which was formerly |y). Once he applies the operation his qubit
will be in the state |¥) (step 4), while Alice now has an entangled pair of qubits in a state very
similar to the original |x) (the difference is described by the classical bits she sends Bob), and
independent of the qubit she teleported Bob.
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of a common secret key between Alice and Bob. The key itself is random, that is,
it contains no valuable information. What is valuable is the fact that Alice and Bob
have the same key (100% correlation, as between the two qubits of |x)), and that
no one else has any information about it (0% correlation). A shared secret key can

PHILOSOPHICAL
TRANSACTIONS
OF

Phil. Trans. R. Soc. Lond. A (2000)


http://rsta.royalsocietypublishing.org/

Downloaded from rsta.royalsocietypublishing.org
Quantum-enhanced information processing 271

be used in an array of private key cipher systems, including the well-known US data
encryption standard (DES), and it also provides the only provably secure cipher, the
so-called Vernam cipher.
For simplicity, let us assume that Alice and Bob have some way of confirming each
others’ identity and that they have access to some public communication channel
ol that can be eavesdropped upon but not actively altered, such as a radio transmitter
|, and receiver.
—  Any information that is stored classically and exchanged between Alice and Bob
<C . can, in principle, be copied by an eavesdropper, Eve, giving her a copy of the infor-
mation (100% correlation) without a trace. Quantum information, however, cannot
8 g be copied or studied without a trace! Several protocols have been devised that allow
= Alice and Bob to produce a common key by the exchange of quantum information
I Oor the sharing of entangled particles. The advantage of doing the key distribution
quantumly is that any eavesdropping or tampering will, by the uncertainty principle,
affect the information being exchanged, and the correlation between the keys Alice
and Bob share must be reduced. If Eve learns any significant amount of information
about the key Alice and Bob share, then the uncertainty principle requires that with
. high probability the keys will not be identical. Alice and Bob can detect this effect
O of eavesdropping and bound the amount of information Eve has about their key. If
the amount of information is small, there are methods, described in §5, that allow
Alice and Bob to distill their keys so that the remaining keys are almost certainly
equal and, furthermore, there is now only a negligible correlation with any of Eve’s
information. If Eve has obtained too much information, they simply abandon the
not-so-secret key. These sort of key distributions have been implemented over dis-
tances from 30 cm to tens of kilometres at several laboratories around the world. For
further reading on quantum cryptography, see Bennett et al. (1992), Steane (1998)
or the March 1998 issue of Physics World.

Quantum teleportation and key distribution deal with Alice sending information
that she explicitly possesses to Bob, and vice versa. Suppose, on the other hand,
that Alice and Bob need to communicate with each other to figure out some valu-
able piece of information. For example, Alice and Bob work in different places and
their babysitter has just asked Bob if she would be needed on any of the next seven

| days as she wishes to go on vacation. Alice and Bob’s task is to decide if there is some
1 day next week when neither will be home, but they have no prior knowledge of each
~{ other’s schedule. Neither Alice nor Bob individually possesses this information, but
together they possess enough information to figure it out. Thus, they must commu-
P > nicate some information to each other to decide the answer. The answer could be a
@) = very small amount of information. The communication complexity of this distributed
(=4 E computation problem is the amount of information Alice and Bob must send back
2 (U and forth in order to figure out the answer, and this is usually much more than the
T O length of the answer. The communication complexity is the amount of long-distance
= v telephone charges they must accrue in order to solve the communication problem.
An easy solution is for Alice to fax Bob her entire schedule, and Bob figures out if
they need the babysitter. In general, if Alice and Bob want to decide if they need a
babysitter in the next N days, using this simple protocol uses in the order of N bits
of information between the two. This seems like a lot of communication in order to
compute just one bit of information (‘yes’ or ‘no’), but if Alice and Bob only exchange
information classically, it is necessary in some worst-case scenarios. What happens if
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Alice and Bob can send quantum bits of information back and forth? Alice and Bob
can, in fact, solve this problem by exchanging only roughly v/N log N quantum bits
of information, as shown by Buhrman et al. (1998).

The use of quantum information thus opens many doors for Alice and Bob. For
certain communication or distributed computation problems—such as the scheduling
_ problem described above, or the communication between different processors in a
- | multi- processor computer—the amount of information that must be communicated
" back and forth can be greatly reduced by using quantum bits instead of classical ones.
Sending such quantum bits can be done most safely by quantum teleportation. By
using quantum information, their communications can also remain private without

relying on assumptions about the computational intractability of any problems.

5. ‘In principle’ versus ‘in practice’

THE ROYAL
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We have already emphasized that the significance of quantum computers, and of
quantum-information physics in general, is not just that it offers a faster way of
doing some computing, but that it offers a qualitatively different way of conceiving
of information and computing. Nevertheless, we should beware of a difficulty that
often arises in the context of computers, namely that some seemingly promising
idea turns out to be completely useless because the difficulties of realizing it in a
system of useful size were vastly underestimated. Furthermore, quantum coherence
is notoriously fragile, especially when complicated quantum systems are involved.
Experimenters have to go to great lengths to preserve the coherence of even small
quantum systems (such as a few atoms or photons) whose complexity is no greater
than a few qubits’ worth. So, when we contemplate the quantum computer, these
considerations make us smell a rat. Is the striking computational power of the quan-
tum computer actually illusory, since it is based on assuming a degree of precision in
the construction of the computer, which, for all practical purposes, is impossible to
achieve? The suspicion that this was the case certainly kept the interest and excite-
ment in the field somewhat damped down in the early 1990s, and although we are
about to discuss the tremendous progress that has been made towards understanding
and tackling this issue, it remains the chief reason for caution regarding the future.
~ Let us examine the experimental-precision requirements for quantum cryptography
1 and quantum computation. Cryptography protocols have to be carefully designed in
= order to allow a certain amount of experimental imperfection and noise, but it turns
out that this is not too severe a problem. When setting up a cryptographic key, the
main effect of noise is that Alice and Bob’s data are going to differ to some extent, in
a roughly random way, whether or not an eavesdropper is present. So how can they
distinguish an eavesdropper from random noise? They can’t, but as long as the noise
level is low enough, they do not need to. If the noise (error probability) is below some
level € per bit, then they can rule out strong eavesdropping at least. They then go on
to clean up their data by doing ‘parity checks’ (see below). When they thus correct
errors they also shut out any remaining weak eavesdropping because the (limited)
data gathered by Eve are effectively dropped by Alice and Bob.

The parity check is a very simple yet fundamentally significant concept of infor-
mation science. The parity of a string of bits simply indicates whether the string
contains an even or odd number of 1s. For example, 01100100 has odd parity (parity
equal to 1), while 01100110 has even parity (parity equal to 0). In the case of cryptog-
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raphy, Alice and Bob have classical bit strings (the results of their measurements),

from which they select agreed random subsets of bits. They each calculate the parity

of the subset, and publicly report their results. If they found the same parity, then

that part of Alice and Bob’s data probably contains no errors. It might contain two

or any even number of errors, which they can test by further random checking. It

~_ turns out that such procedures are successful for error rates in the apparatus at the

“l_, level of a few per cent error probability per bit, which means a real working system
— ot only could be built, but has been built with current technology.

< The working cryptography systems are based on using photons as qubits. Weak

S — light pulses containing single photons are sent through a specially designed inter-

= H ferometer at Alice’s laboratory, and then transmitted several kilometres down stan-

= dard fibre-optic telecommunications systems to Bob, who has a similar interferome-

E o ter. Taking advantage of various ingenious methods to enhance the preservation of

mthe photon’s quantum states, the tolerated bit error rate of a few per cent can be

achieved.

This is in contrast with the situation with quantum computers, where no com-
puters exist nor will exist for some time. However, current technology does permit
. us to build few-qubit systems that allow the basic concepts of quantum information
O processing to be demonstrated and from which we can learn how to go further.

In principle, there are myriad ways one might conceive of an experimental system,
but in practice there are only a few that meet the severe requirements of sufficient
complexity and sufficient controllability. Currently, there are two systems in which
three or so qubits can be manipulated: these are the ion trap and the nuclear magnetic
resonance (NMR) spectrometer. The former takes advantage of high-precision atomic
physics techniques, such as laser cooling, to allow one to manipulate the motion and
internal states of individual charged atoms, or ions. The ions are confined by a set
of electrodes in high vacuum and addressed by laser beams focused onto them. The
latter uses a standard NMR spectrometer and manipulates the nuclear spins in a
simple molecule using pulsed magnetic fields. These two approaches are to some
extent complementary, in that they have different strengths and weaknesses.

The former allows complete interrogation of a single line of qubits, while the latter
uses a liquid sample containing billions of molecules, and interrogates the average

, state. To date, thorough manipulation of two qubits is more or less routine for NMR,
\,:;a?? 1work, and limited manipulation of three to seven qubits has been reported. Mean-
~ while, a single ion trap experiment has achieved manipulation of two and three ions,
::J though not yet a completely general set of operations. Typically, the precision of
> these experiments allows ca.100 quantum logic gates, such as exclusive-OR, to be
@) = applied before the state of the system is lost to noise and imprecision.
e E Needless to say, all this is a very long way from the level of quantum computing
2 (U we would need to achieve a real rival to classical methods. In order to see how far, we
O can consider an example task for a quantum computer. We will take this to be the
= un factorization of a thousand-digit number. Although we do not